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Legal Disclaimer
All information provided here is subject to change without notice. Contact your Intel representative to obtain the latest Int el product specifications and 
roadmaps.

The products described in this document may contain design defects or errors known as errata which may cause the product to deviate from published 
specifications. Current characterized  errata are available on request.

Intel ðáßäêëèëãåáïĊ features and benefits depend on system configuration and may require enabled hardware, software or service activation. 
Performance varies depending on system configuration. No computer system can be absolutely secure. Check with your system manufacturer or 
retailer or learn more at intel.com.

Intel disclaims all express and implied warranties, including without limitation, the implied warranties of merchantability, fitness for a particular purpose, 
and non-infringement, as well as any warranty arising from course of performance, course of dealing, or usage in trade.

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Perfo rmance tests, such as 
SYSmarkand MobileMark , are measured using specific computer systems, components, software, operations and functions. Any change to any of those 
factors may cause the results to vary. You should consult other information and performance tests to assist you in fully eval uating your contemplated 
purchases, including the performance of that product when combined with other products. For more complete information visit 
www.intel.com/benchmarks .

Cost reduction scenarios described are intended as examples of how a given Intel -based product, in the specified circumstances and configurations, may 
affect future costs and provide cost  savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction.

Intel does not control or audit third -party data. You should review this content, consult other sources, and confirm whether referenced data are 
accurate.

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its subsidiaries. Ot her names and brands may be 
claimed as the property of others.
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Design now for the future of storage performance
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Results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and provided t o you for informational purposes. Any differences in your system hardware, software or 
configuration may affect your actual performance. All information provided here is subject to change without notice. Contact your Intel representative to obtain the latest Intel product specifications and roadmaps.
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AEROSPIKE CERTIFICATION TEST FAILURE RATE @ 300K TPS
ALDERSTREAM VS CURRENT INTEL® SSDS (LOWER IS BETTER)

DEVICE READ LATENCY (microsecond - us)
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lower fail rate
vs 3D NAND

Intel® SSD DC P4610

Ëêðáèü ÑìðÝêáø ÕÕÆ ÆÅ Ò15--Ú

Alderstream (future product)

Aerospike Certification Test (ACT) RESULTS

See Appendix A for complete system configurations. For more complete information about performance and benchmark results, vis it www.intel.com/benchmarks .
Results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and provided t o you for informational purposes. Any differences in your system hardware, software or configuration 
may affect your actual performance. All information provided here is subject to change without notice. Contact your Intel repre sentative to obtain the latest Intel product specifications and roadmaps.

Maximum TPS at <5% ACT Failure Rate
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Early AlderStreamRocksDBperformance

See slide 91for complete system configurations. For more complete information about performance and benchmark results, visit www.intel.com/benchmarks .
Results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and provided t o you for informational purposes. Any differences in your system hardware, software or configuration 
may affect your actual performance. All information provided here is subject to change without notice. Contact your Intel repre sentative to obtain the latest Intel product specifications and roadmaps.
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Intel® SSD DC P4610
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substantially on the 

gains seen with the first 
generation Intel® 
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P4800X, delivering big 
RocksDB gains  
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EX: Ceph, MySQL, MS-SQL EX: VMware vSAN, Microsoft Azure Stack 
HCI, Cisco HyperFlex

EX: Dell EMC PowerMax, IBM Spectrum 
Scale, Nutanix
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Intel 3D NAND SSD. 8TB capacity used for ratio illustrative purposes.
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Memory & Storage Day

Ceph (nautilus) performance
and the future of Ceph



Ceph Node

Capacity Storage
Object Storage Daemon 
(OSD) partition(s)

Metadata (RocksDB) and
Write Ahead Log (WAL) partition
CAS Caching of OSDs [optional]

2nd Generation

Ceph Node

Capacity Storage
Object Storage Daemon 
(OSD) partition(s)

Metadata (RocksDB) and 
Write Ahead Log (WAL) partition
CAS Caching of OSDs [optional]

2nd Generation

Intel®
ĔįĳĠĭĤĻ
DC SSD

Intel® QLC 
3D NAND
SSD

M
e

ta
d

a
ta

O
S

D
 D

a
ta

Intel® QLC 
3D NAND
SSDIntel® QLC 
3D NAND
SSDIntel® QLC 
3D NAND
SSDIntel® QLC 
3D NAND
SSDIntel® QLC 
3D NAND
SSD

Intel®
ĔįĳĠĭĤĻ
DC SSD

Intel 3D
NAND
DC SSDIntel 3D
NAND
DC SSDIntel 3D
NAND
DC SSDIntel 3D
NAND
DC SSDIntel 3D
NAND
DC SSDIntel 3D
NAND
DC SSD

M
e

ta
d

a
ta

O
S

D
 D

a
ta

Re-architecting cephblock storage
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